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ABSTRACT

The quasi-biennial oscillation (QBO) is a descending pattern of winds in the stratosphere that vanishes near

the top of the tropical tropopause layer, even though the vertically propagating waves that drive the QBO are

thought to originate in the troposphere several kilometers below. The region where there is low QBO power

despite sufficient vertically propagating wave activity to drive a QBO is known as the buffer zone. Classical

one-dimensional models of theQBO are ill suited to represent buffer zone dynamics because they enforce the

attenuation of the QBO via a zero-wind lower boundary condition. The formation of the buffer zone is

investigated by analyzing momentum budgets in the reanalyses MERRA-2 and ERA-Interim. The buffer

zone must be formed by weak wave-driven acceleration and/or cancellation of the wave-driven acceleration.

This paper shows that in MERRA-2 weak wave-driven acceleration is insufficient to form the buffer zone, so

cancellation of the wave-driven acceleration must play a role. The cancellation results from damping of

angular momentum anomalies, primarily due to horizontal mean and horizontal eddy momentum flux di-

vergence, with secondary contributions from the Coriolis torque and vertical mean momentum flux di-

vergence. The importance of the damping terms highlights the role of the buffer zone as the mediator of

angular momentum exchange between the QBO domain and the far field. Some far-field angular momentum

anomalies reach the solid Earth, leading to the well-documented lagged correlation between the QBO and

the length of day.

1. Introduction

The quasi-biennial oscillation (QBO) is a descending

pattern of easterly and westerly winds in the tropical

stratosphere with a period of approximately 28 months.

The QBO was discovered in 1960 (Reed et al. 1961;

Ebdon and Veryard 1961). Although its downward

propagation initially defied explanation, a theory for the

QBO was developed in the late 1960s based on wave–

mean flow interactions (Lindzen and Holton 1968). Soon

after, the theory was distilled into a one-dimensional

model (Holton and Lindzen 1972), which still undergirds

modern understanding of the downward propagation of

QBO shear zones (Plumb 1977).

Key to the QBO mechanism is the interaction be-

tween vertically propagating waves and the mean

flow. An obvious question to ask is whether the lower

boundary of the QBO is given by the source level of the

vertically propagating waves. Figure 1 shows that in

terms of either zonal-mean zonal wind or axial relative

angular momentum, QBO power (i.e., average spectral

power of the zonal-mean zonal wind at QBO fre-

quencies) vanishes as the wind anomalies approach the

tropical tropopause. The exact source level of the waves

remains an open question, but is generally thought to be

in the troposphere, substantially below the vanishing

level. Thus, observations suggest that the bottom of the

QBO and the wave source are separated by a buffer

zone (terminology from Saravanan 1990).

The buffer zone influences climate in at least two

important ways. First, the upper troposphere–lower

stratosphere region is likely where interactions be-

tween the mean fields of the QBO and the tropical

troposphere occur, such as the proposed connection
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between the QBO and the Madden–Julian oscillation

(MJO) (e.g., Kuma 1990; Yoo and Son 2016; Hendon

and Abhik 2018). Martin et al. (2019) found that static

stability anomalies representing those associated with

the QBO secondary circulation might help explain the

reported relationship between the QBO and the MJO.

Any connection between convection and the QBO

should be impacted by buffer zone dynamics. Second,

the secondary circulation of the QBO influences tem-

perature and the distribution of radiatively active tracers

(e.g., ozone, stratospheric water vapor) (Plumb and Bell

1982; Randel et al. 1998; Giorgetta and Bengtsson 1999;

Fueglistaler and Haynes 2005). These tracers impact the

stratospheric thermal structure and Earth’s radiative

balance.

One-dimensional models of the QBO, upon which

much modern understanding of the phenomenon is

based, are not well suited to study the buffer zone.

These models implement a zero-wind lower boundary

condition, and numerical simulations show that such

models form a narrow buffer zone maintained by a

balance between wave drag and vertical diffusion.

Because these models do not spontaneously attenuate

the QBO away from the lower boundary, the altitude

of the lower boundary is typically chosen to match

the climatological bottom of the QBO. Whereas in

the real atmosphere, waves that drive the QBO might

propagate several kilometers before reaching the QBO,

the model waves initiated at the lower boundary reach

the model QBO in several times less distance (details

depend on model formulation, not discussed further).

Saravanan (1990) proposed that the buffer zone might

filter out waves with phase speeds close to zero, a

dynamic that cannot be resolved in models with an

unrealistically narrow buffer zone. Such models also

cannot address questions such as: What sets the ver-

tical extent of the QBO? Can the QBO propagate to

the bottom of a vertically distributed wave source?

Can the QBO impact the mean wind below the QBO-

active region in order to modulate the waves that

drive it?

Despite these model shortcomings, several idealized

studies have examined the lower boundary of the QBO,

reaching ambivalent conclusions about buffer zone dy-

namics. Plumb (1977) separated the wave source from

the bottom of the model domain by setting the wave

dissipation to zero near the bottom of the domain, but the

wave source and lower extent of the QBO were still

FIG. 1. Climatology of zonal wind and relative angular momentum in the deep tropics. (a) Zonal wind.

(b) Standard deviation of zonal wind decomposed into spectral bands. (c) Relative angular momentum mr

multiplied by log-pressure density (i.e., pressure divided by gravitational acceleration). (d) Standard de-

viation of relative angular momentum multiplied by log-pressure density decomposed into spectral bands.

Data are from MERRA-2 and averaged in longitude and from 108S to 108N. Standard deviations are for the

period January 1980–November 2018. Spectral bands: semiannual: 0.3–0.7 years; annual: 0.7–1.5 years; QBO:

1.5–3 years.
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effectively collocated away from the lower boundary.

Saravanan (1990) formed a buffer zone by imposing

an exponentially decaying upwelling profile intended

to represent the top of the Hadley cell. Although the

model in Saravanan (1990) used a modified version of

the Plumb (1977) parameterization of gravity wave drag,

they based their qualitative argument for how the buffer

zone formed on the Lindzen and Holton (1968) pa-

rameterization of gravity wave drag. The two param-

eterizations propagate information differently in the

vertical, and arguments based on one parameteriza-

tion do not necessarily apply to the other (Campbell

et al. 2005). Held et al. (1993) found a QBO-like os-

cillation in 2D radiative–convective equilibrium that

propagated down to the surface, a phenomenon that is

further investigated in Nishimoto et al. (2016) and Bui

et al. (2017). Dunkerton (1985) found that in a two-

dimensional simulation of the QBO, increasing the

lateral momentum diffusion coefficient weakened the

QBO, especially once the momentum decay time be-

came smaller than the QBO period. Dunkerton (1997)

used a 1D model to show that in the absence of hori-

zontal advection by the Hadley cell in the troposphere,

their simulated QBO propagated into the troposphere.

They argued that in addition to the vertical mean ad-

vection of Saravanan (1990), horizontal mean advection

by the Hadley cell might play a role in forming the

buffer zone.

Only some modern general circulation models can

spontaneously simulate a QBO (e.g., 5 of 47 CMIP5

model contributions (Schenzinger et al. 2017)). A com-

mon deficiency found in these simulations is that the

QBO does not propagate far enough downward, van-

ishing an average of 10 hPa higher up in the stratosphere

in models than in observations (Schenzinger et al.

2017). The simulated QBO has been found to propa-

gate farther down when the vertical resolution near the

tropopause is increased (Anstey et al. 2016; Geller et al.

2016). But, interpreting the impact of model resolution

or other processes on buffer zone formation is diffi-

cult without theoretical understanding of buffer zone

dynamics.

With Saravanan (1990) implicating vertical mean

advection and Dunkerton (1997) implicating both

vertical and horizontal mean advection in the forma-

tion of the buffer zone, it seems plausible that several

processes might be capable of producing a buffer

zone. Which properties do these attenuating processes

share? If several processes could independently attenuate

the QBO, then which attenuating process does Earth’s

QBO encounter first? To answer these questions, we ex-

amine the angular momentum budget of the buffer zone

in two meteorological reanalyses.

In section 2, we introduce the meteorological rean-

alyses we will be using: MERRA-2 and ERA-Interim.

In section 3, we consider two generic ways to form a

buffer zone: 1) weak wave-driven acceleration and/or

2) cancellation of the wave-driven acceleration. We

show that weak wave-driven acceleration is insufficient

to explain the low QBO power in the buffer zone. We

present cross-spectral diagnostics on the phase shift

between the wave-driven acceleration and the wind,

which imply that the QBO is attenuated by damping. In

section 4, we show that horizontal eddy and mean mo-

mentum fluxes strongly damp relative angular momen-

tum anomalies in the buffer zone. In section 5, we

interpret the well-known correlation between QBO

winds and Earth’s length of day as supporting a con-

ceptual model of the buffer zone in which QBO angular

momentum anomalies are mixed between the QBO and

the far field, with some anomalous angular momentum

ultimately reaching the solid Earth.

2. Global reanalyses

Information from meteorological analyses is nec-

essary to study the angular momentum budget of the

buffer zone region because the only term in the budget

that is directly observed is the net tendency. As me-

teorological analyses are weakly constrained in the

buffer zone and there is the potential for compensat-

ing errors among terms in the budget, we perform

our analysis using two systems: MERRA-2 and ERA-

Interim. Our primary results are presented using

MERRA-2 because not all terms in ERA-Interim are

available to us. Where possible, we use ERA-Interim

to identify whether our results are robust between the

two reanalyses.

We use the 3-hourly MERRA-2 assimilation product

on pressure levels from January 1980 through November

2018 (GMAO 2015a,b; Gelaro et al. 2017). MERRA-2

publishes all terms required to close the momentum

budget, including the model tendencies from gravity

wave drag, turbulence, moist processes, and the analysis

tendency. TheQBO inMERRA-2 is primarily driven by

the nonorographic gravity wave drag (Coy et al. 2016).

The nonorographic gravity wave parameterization is

from Garcia and Boville (1994), which follows Lindzen

(1981). The background nonorographic gravity wave

stress is imposed a priori at 400 hPa, then dissipates as a

function of the wind state (Molod et al. 2015). Detailed

aspects of the MERRA-2 momentum budget will be

discussed later.

We use 6-hourly ERA-Interim on pressure levels

(Dee et al. 2011; ECMWF 2011). The analysis tendency

from ERA-Interim is not available to us.
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3. Buffer zone formation

a. Definition

Saravanan (1990) defined the QBO buffer zone as a

‘‘quiescent zone near the lower boundary [of the model].’’

Earth’s buffer zone cannot be defined in terms of model

boundaries, but a physically based interpretation of their

definition is that the buffer zone is the region between

the wave source and the lower extent of the QBO.

We propose a general definition of the buffer zone as the

region where the QBO would exist were it not for dy-

namical interference by processes unrelated to the QBO.

The bottom of the buffer zone is related to the source

of the vertically propagating waves, which is assumed

to be independent of the QBO. Vertically propagat-

ing waves relevant to driving the QBO are thought to

originate from tropospheric deep convection (e.g.,

Baldwin and Dunkerton 2001). Deep convective cir-

culations often extend up to 200 hPa, but rapidly be-

come rare above 200 hPa, well below the active QBO

(Fueglistaler et al. 2009).

The top of the buffer zone is identified as the level

below which the zonal-mean zonal wind is no longer in

a QBO regime. Determining that a region is outside

the QBO regime requires a simplified model for how

the power of zonal-mean zonal wind varies in a QBO

regime. The simplest model would be that the QBO

power is constant with height, in which case the top of

the buffer zone would occur once the QBO power has

decayed to some fraction of its maximum. But, for a

given wave momentum flux divergence, the resulting

acceleration is inversely proportional to density, which

adds vertical structure to the QBO power. The simplest

model that accounts for ‘‘density scaling’’ is to assume

that QBO power is inversely proportional to density.

[Density scaling neglects possible saturation of theQBO

power (e.g., Plumb 1977), but this drawback should not

limit its applicability to the lower levels of the QBO

region.] The top of the buffer zone can be defined as the

level at which the power of the zonal-mean zonal wind

falls below some fraction of its density scaling.

b. Vertical structure of QBO power

Figure 2 shows the spectral power atQBO frequencies

of the wind tendency and gravity wave drag, and their

density scalings referenced to 30hPa. Below 70hPa, the

power of the wind tendency decays rapidly below its

density scaling, suggesting that any reasonable threshold

value (e.g., 5%, 1%) will identify the top of the buffer

zone between 100 and 70hPa.

The buffer zone can be formed by 1) weak wave-driven

acceleration and/or 2) cancellation of the wave-driven

acceleration. Considering limiting cases, the buffer zone

could have strong wave-driven acceleration and strong

cancellation of the wave-driven acceleration, implicating

cancellation in forming the buffer zone. Or, the buffer

zone could have vanishing wave-driven acceleration,

implicating weak wave-driven acceleration in forming

the buffer zone. Figure 2 shows that the QBO power at

100hPa in MERRA-2 results from an intermediate case:

the gravity wave drag is one order of magnitude below its

density scaling (partially implicating weak wave-driven

acceleration), and the wind tendency is one order mag-

nitude below the gravity wave drag (partially implicating

cancellation). The dynamics of weak wave-driven accel-

eration are beyond the scope of this paper, because wave-

driven acceleration is both a cause and a consequence of

the buffer zone (see the discussion section). This paper

will focus on the dynamics of cancellation of wave-driven

acceleration, which is necessary to explain the low QBO

power in the buffer zone.

c. Cancellation of wave-driven acceleration

In the buffer zone, the power of the gravity wave drag

exceeds that of the net wind tendency (Fig. 2), indicating

that other forces cancel some of the gravity wave drag.

We define two types of cancellation: opposition and

damping. Opposition is exactly out of phase with the

wave-driven acceleration; damping is exactly out of

phase with the wind. Opposition occurs when the wave-

driven acceleration and cancellation of the wave-driven

acceleration are both mediated by the same process.

FIG. 2. Power of QBO wind tendency and gravity wave drag.

(a) Spectral power at QBO periods (1.5–3 years) for the wind

tendency (solid black) and gravity wave drag (solid red). Density

scaling referenced to 30 hPa for wind tendency (dashed black) and

gravity wave drag (dashed red). (b) Ratio of two terms in (a):

gravity wave drag divided by tendency. Data are from MERRA-2

averaged in longitude and from 108S to 108N. The shaded gray

region identifies the approximate buffer zone region (uncertainties

in defining the buffer zone are discussed in sections 3a and 6).

3556 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 76

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 05/24/21 07:17 PM UTC



Damping occurs when the wave-driven acceleration

forms an angular momentum anomaly, which decays in

time through relaxational angular momentum exchange

with the far field. (Here, we refer to the far field as any

part of the atmosphere outside the active QBO or buffer

zone in the horizontal or vertical.) Damping depends on

the local value of the wind, but opposition need not. The

following forced and damped system distinguishes op-

position from damping:

du

dt
5 (F2O) sin(vt)2 ku . (1)

The variables are wind u, time t, wave-driven accel-

eration with amplitude F at angular frequency v, op-

position O, and damping k. The phase shift in radians

between the wave-driven acceleration and wind is as

follows:

u5
p

2
2 tan21

�k
v

�
. (2)

Without opposition or damping, the wave-driven

acceleration and wind are in quadrature. Saravanan

(1990) argued that the buffer zone is formed where

vertical mean advection opposes the wave-driven

acceleration. If opposition (not damping) formed

the buffer zone, then the wave-driven acceleration

and wind would remain in quadrature. Dunkerton

(1997) added that horizontal mean advection by the

Hadley cell prevents the QBO from propagating into

the troposphere, presumably by damping the QBO. If

damping formed the buffer zone, then the wave-driven

acceleration and wind should become more in phase. We

examine the phase shift between wave-driven accelera-

tion and wind in MERRA-2.

d. Evidence for damping in MERRA-2

Using cross-spectral diagnostics at QBO frequencies,

we calculate the phase shift between the gravity wave

drag and the wind to determine if there is damping in the

buffer zone.

Figure 3 shows that at and above 30 hPa, the phase

shift between the gravity wave drag and the wind is

close to 908, implying negligibly small damping. Be-

low 30 hPa, the phase shift approaches 08, implying

strong damping. The coherence drops significantly

from 70 to 100 hPa, indicating that gravity wave drag

ceases to be the main process that drives variability in

the wind.

Strong damping is consistent with the argument

of damping by horizontal mean advection from

Dunkerton (1997) and does not support the argument

of opposition by vertical mean advection. But, the

presence of strong damping does not do any of the

following: 1) rule out any possible role for opposition,

2) imply that the horizontal mean advection impli-

cated in Dunkerton (1997) is responsible for the

damping, 3) imply that the vertical mean advection

implicated as an opposing term in Saravanan (1990)

does not instead play a damping role, or 4) imply that

other terms, such as eddy momentum fluxes, do not

play a damping role. Therefore, in the next section, we

diagnose the damping by each individual term in the

momentum budget.

FIG. 3. Cross-spectral diagnostics between the gravity wave drag and wind indicate there is damping in the buffer

zone. (a) Phase shift and (b) coherence between gravity wave drag and zonal wind at QBO frequency.

(c) Effective damping rate keff implied by phase shift based on Eq. (2). Data are from MERRA-2 averaged in

longitude and from 108S to 108N. From the full cross-spectrum, only the QBO period band of 820 days is shown.

The shaded gray region identifies the approximate buffer zone region (uncertainties in defining the buffer zone

are discussed in sections 3a and 6).
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4. What terms cause the damping?

Acknowledging that multiple terms might be in-

dependently capable of producing strong damping

that forms a buffer zone, and lacking a strong theoretical

prior for which terms actually do so in nature, we use

MERRA-2 to diagnose damping terms in the buffer

zone and implicate the strongest damping terms in the

formation of the buffer zone.

a. Momentum equation

We analyze the angular momentum equation to di-

agnose which terms are responsible for damping the

QBO. Total atmospheric angular momentum per unit

massm can be decomposed into Earth (mV) plus relative

(mr) angular momentum as follows:

The atmosphere has been assumed to be shallow so

that distance from the center of the Earth is approxi-

mated as Earth radius a. The material derivative of total

angular momentum equation is

dm

dt
52a cosf

�
1

a cosf

›F

›l
1 g

›t
l

›p

�
, (4)

where (t, p, f, l) is (time, pressure, latitude, longitude),

F is the geopotential, and tl is the zonal stress com-

ponent. Zonal-mean angular momentum is materially

conserved in the absence of zonal stress. Computing

the zonal mean of Eq. (4), assuming continuity, leads to

the flux form of Eq. (4):

›m
r

›t
1

1

a cosf

›ym
r
cosf

›f
1

1

a cosf

›y0m0
r cosf

›f

2 f ya cosf1
›

›p
(vm

r
)1

›

›p
(v0m0

r)5X . (5)

where overbars indicate zonal means and primes de-

viations therefrom. The terms on the left-hand side,

in order, will be referred to as net tendency, hori-

zontal mean momentum flux divergence, horizontal

eddy momentum flux divergence, Coriolis torque,

vertical mean momentum flux divergence, and ver-

tical eddy momentum flux divergence. The term f

is the Coriolis parameter, X represents unresolved

tendencies, which in the MERRA-2 momentum

budget are gravity wave drag, moist processes, tur-

bulence, and the analysis tendency. Equation (5) can

be integrated with a mass element acosf dladfdp/g

to produce a budget of the mass-weighted relative

angular momentum in the QBO domain. Angular

momentum integrated in the QBO domain varies in

time, indicating that the QBO exchanges angular

momentum with the far field.

b. Momentum budget in reanalyses

Figure 4 shows terms in the budget of deseasonalized

relative angular momentum density in log-pressure

coordinates composited with respect to QBO phase.

Deseasonalized anomalies in relative angular mo-

mentum density in log-pressure coordinates are con-

toured. When a positive tendency from a given term

coincides with the transition from negative to positive

relative angular momentum, such a term helps drive

the QBO.When a negative tendency from a given term

coincides with the transition from negative to positive

relative angular momentum, such a term works against

the QBO. For example, Fig. 4 shows that gravity wave

drag helps drive the QBO, and horizontal eddy mo-

mentum flux divergence works against the QBO in the

buffer zone. The momentum fluxes between 200 and

100 hPa are large and not always coherent with the

QBO. Figure S1 in the online supplemental material

shows a duplicate of Fig. 4, but with hatching block-

ing out regions where the signal is below the noise.

Notably, the large horizontal eddy momentum flux

divergence in the lowermost stratosphere mostly

exceeds the noise, and plays an important role in

working against the QBO. To a lesser degree, the

vertical mean momentum flux divergence also works

against the QBO there. The MERRA-2 tendencies

from turbulence and moist processes are not shown,

as they are small compared to the other terms in

the stratosphere (notably, their power at QBO fre-

quencies in the stratosphere is at least two orders

of magnitude lower than the power of the gravity

wave drag).

Figure 4 shows that the net tendency in the buffer

zone has smaller magnitude than several individual

terms in the budget. In fact, the spectral power of the net

tendency at QBO frequencies in the buffer zone is lower

than that of all other terms shown in Fig. 4. Because the

net tendency is the constrained sum of several large

terms, there is a risk that errors in individual terms will

lead to compensating errors in other terms that are as

large as the net tendency.

If MERRA-2 does not simulate observed QBO

tendencies through either resolved or parameterized

momentum fluxes, then the net tendency will be pro-

duced by the analysis tendency. Figure 4g shows that in

MERRA-2, the analysis tendency is generally small,

though it might weakly reinforce angular momentum

anomalies in the lower stratosphere, for example, by

providing easterly tendencies within easterly angular

momentum anomalies, most evidently around 70 hPa.
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Figure 4c shows that most of the QBO driving in

MERRA-2 comes from the gravity wave drag, with

some help from the vertical eddy momentum flux di-

vergence in Fig. 4b. Coy et al. (2016) argued that the

QBO in MERRA-2 was driven more by physically

based terms, a potential improvement over the QBO

in the olderMERRA, which was driven strongly by the

analysis tendency.

Resolving the QBO tendencies with physically

based terms instead of the analysis tendency should

indicate improvement inMERRA-2, although it might

hide other deficiencies. Vertical eddy momentum flux

divergence is conspicuously small as a driver of the QBO in

MERRA-2 compared to in ERA-Interim. Dunkerton

(1997) argued that 25%–50% of the QBO wave

driving came from global-scale equatorial waves,

which should be explicitly resolved in the reanalyzed

vertical eddy momentum flux divergence. Kelvin

waves are important global-scale waves that could help

drive the easterly-to-westerly QBO transition. Ana-

lyzing High Resolution Dynamics Limb Sounder data,

Alexander and Ortland (2010) found that Kelvin

waves contributed about half of the wave forcing to

descending westerly shear zones. Ern and Preusse

(2009) found that Kelvin waves in ERA-Interim are

responsible for 15%–30% of the total wave driving in

FIG. 4. Composite of relative angular momentum tendencies with respect to QBO phase. QBO phase is calculated from the principal

components of the two leading empirical orthogonal functions of equatorial zonal wind from 70 to 10 hPa followingWallace et al. (1993),

and is composited across 32 bins. Shading indicates the time tendencies due to significant terms in relative angular momentum budget.

Contours are relative angularmomentum contoured at [29,23, 3, 9]3 1023 kgm2 s21 (dashed lines are negative values).Data areMERRA-2

averaged monthly, deseasonalized, integrated from 108S to 108N, and multiplied by log-pressure density (i.e., pressure/gravitational

acceleration).
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the stratosphere from 108S to 108N, on the low end of

the estimate from Dunkerton (1997). Flannaghan

and Fueglistaler (2013) found that ERA-Interim

contains discrete Kelvin waves that propagate from

the troposphere into the stratosphere. This Kelvin

wave activity increased after ERA-Interim began to

assimilate temperatures from Constellation Observ-

ing System for Meteorology, Ionosphere, and Climate

(COSMIC). Thus, with MERRA-2 having less wave

activity than ERA-Interim, which in turn likely un-

derestimates wave activity, it is plausible to assume

that MERRA-2 underestimates wave activity.

Even by conservative estimates of the global-scale

QBO wave driving, MERRA-2 appears deficient in

its resolved wave driving of the QBO. Perhaps the

increased background nonorographic gravity wave

stress in MERRA-2, which shifted the net tenden-

cies from being driven by the analysis tendency in

MERRA to being driven by the gravity wave drag in

MERRA-2, partially compensates for deficiencies

in resolving the vertically propagating tropical waves

that drive the QBO (e.g., Kelvin waves, mixed Rossby–

gravity waves). The reliance of the MERRA-2 QBO

on parameterized waves is consistent with Holt et al.

(2016), who showed that in a free-running simula-

tion using a GCM similar to that used in MERRA-2,

the QBO was strongly driven by parameterized

waves even at high spatial resolution. Given the lack

of robustness between models on what drives the

QBO, caution should be exercised when interpreting

angular momentum budgets in the QBO region and

buffer zone.

c. Effective damping rates

We compute effective damping rates to find which

terms form the buffer zone in MERRA-2 and ERA-

Interim. The effective damping rate is the negative

slope of the least squares regression line between the

tendency and the relative angular momentum. A pos-

itive effective damping rate means that when relative

angular momentum is anomalously high, the tendency

due to that given term tends to be negative. The least

squares approach is predicated on the assumption that

QBO angular momentum anomalies in the buffer zone

interact with the far field in the same way that other

angular momentum anomalies do. Such an approach

permits us to evaluate how the atmosphere would re-

spond to the presence of a QBO in regions where the

QBO is presently attenuated.

Figure 5 shows the damping rates estimated at each

level in the QBO region in MERRA-2. In Fig. 5a, hor-

izontal mean momentum flux divergence and horizontal

eddy momentum flux divergence are responsible for the

strongest damping at 100 hPa, each with a damping time

scale of approximately 50 days. The Coriolis torque at

100 hPa has an effective damping time scale of 82 days.

These damping time scales are much shorter than the

QBO period and are expected to efficiently mute the

QBO. Figure 5b shows that horizontal mean momen-

tum flux divergence has a higher correlation coefficient

FIG. 5. Effective damping rates for major terms in the relative angular momentum budget.

(a) Effective damping rates computed as the negative reciprocal of the least squares

regression slope of the tendency vs deseasonalized relative angular momentum.

(b) Correlation coefficients associated with the linear regression. Data are from MERRA-2

averaged monthly, in longitude, and from 108S to 108N. The shaded gray region identifies

the approximate buffer zone region (uncertainties in defining the buffer zone discussed in

sections 3a and 6).
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(r 5 20.57) than horizontal eddy momentum flux di-

vergence (r 5 20.19) at 100 hPa. Whereas horizontal

eddy momentum flux divergence only damps strongly at

100hPa, horizontal mean momentum flux divergence

and Coriolis torque damp strongly at and below 100hPa.

In ERA-Interim, horizontal mean momentum flux di-

vergence is responsible for the strongest damping at

100hPa, with a damping time scale of approximately

30 days (r 5 20.64) (Fig. S3).

Thus, neither reanalysis implicates vertical mean

momentum flux divergence in forming the buffer

zone, as in the mechanism of Saravanan (1990). Both

reanalyses implicate horizontal mean momentum flux

divergence, as argued in Dunkerton (1997), with

ERA-Interim implicating horizontal mean momen-

tum flux divergence almost exclusively and MERRA-

2 equally implicating horizontal mean momentum

flux divergence and horizontal eddy momentum flux

divergence at 100 hPa. Strong damping by the hori-

zontal mean momentum flux divergence and Coriolis

torque extends down into the troposphere, support-

ing the argument from Dunkerton (1997) that hori-

zontal mean interactions with the Hadley cell would

destroy any QBO signal in the upper troposphere.

d. Cancellation at QBO frequencies

The previous analysis of damping rates combined in-

formation from all possible frequencies, which is appro-

priate if the damping behavior is frequency independent.

We now use cross-spectral diagnostics to analyze cancel-

lation of gravity wave drag specifically at QBO frequen-

cies. Figure 6 shows cross-spectral diagnostics between

selected terms in the relative angular momentum

budget and the gravity wave drag. Negative values

of the cospectrum indicate out-of-phase behavior.

Exact opposition presents as a negative value of the

cospectrum and zero quadrature spectrum. In the weak

damping limit, damping presents as a negative value of

the quadrature spectrum, but in the strong damping

limit, damping presents as a negative value of the co-

spectrum. In the intermediate damping case, damping

presents as negative values of both the quadrature

spectrum and cospectrum.

Figure 6 shows that vertical mean momentum flux

divergence produces strong damping down to 70hPa,

consistent with arguments that upwelling weakens the

QBO (e.g., Saravanan 1990; McIntyre 1994). But, the

damping by vertical mean momentum flux divergence

decays away strongly within the buffer zone, suggesting

that it might not form the buffer zone, consistent with

the least squares results in Fig. 5. Horizontal eddy mo-

mentum flux divergence produces strong damping at

both 70 and 100 hPa. Vertical eddy momentum flux di-

vergence generally reinforces the gravity wave drag,

which would be expected if MERRA-2 was resolving

some amount of global-scale wave driving of the QBO.

Horizontal mean momentum flux divergence reinforces

the gravity wave drag in the active QBO region, but

cancels the gravity wave drag at 100hPa. The Coriolis

torque reinforces the gravity wave drag at QBO fre-

quencies in the buffer zone despite producing a positive

frequency-independent effective damping rate.

Because the effective damping rates in section 4c were

computed using all angular momentum anomalies, they

FIG. 6. (a) Cospectrum and (b) quadrature spectrum between the labeled terms and the

gravity wave drag. All terms are from the MERRA-2 deseasonalized relative angular

momentum budget averaged from 108S to 108N and are averaged over QBO frequencies

(1.5–3 years). The shaded gray region identifies the approximate buffer zone region

(uncertainties in defining the buffer zone are discussed in sections 3a and 6).
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indicate the damping that the QBO would experience if

it penetrated farther downward. In contrast, the cross-

spectral diagnostics in Fig. 6 only apply where the gravity

wave drag is strong enough to drive QBO variability.

Therefore, the small magnitude of the cospectrum in the

upper troposphere does not imply the absence of terms

that could attenuate the QBO.

e. Using physical priors to distinguish opposition
from damping

We have shown that angular momentum tendencies

cancel some of the gravity wave drag (Fig. 2), and that

phase shifts between the wave-driven acceleration and

wind imply there must be damping in the buffer zone

(Fig. 3). However, we have not definitively ruled out a

role for opposition. Particularly, once a region is in the

strong damping limit, it can be difficult to disentangle

whether there is also opposition.

Physical priors assist in distinguishing opposition from

damping. Opposition can plausibly be caused by only

vertical mean advection and no other terms. Therefore,

if a term other than vertical mean advection produces

cancellation, such a term is likely damping and not op-

posing. Vertical mean advection can oppose gravity

wave drag if both processes are proportional to the

vertical shear. In Lindzen and Holton (1968), gravity

wave drag is parameterized based on a continuum of

waves breaking at their critical layers, and the wave drag

can be formulated as a downward advection, which is

proportional to the vertical shear. Therefore, using the

Lindzen and Holton (1968) parameterization could

permit vertical mean advection to oppose gravity wave

drag. In Plumb (1977), gravity wave drag is parameter-

ized based on constant wave dissipation, and the gravity

wave drag at a given level does not depend on the ver-

tical shear. Therefore, using the Plumb (1977) parame-

terization would not feature opposition of gravity wave

drag by vertical mean advection. Parameterizing gravity

wave drag remains challenging and several plausible

parameterizations exist today with different behaviors.

However, since we find that the strongest cancellation

does not arise from the vertical mean momentum flux

divergence (which contains the vertical mean advec-

tion), it is unlikely that the buffer zone is formed by

opposition to gravity wave drag irrespective of the pa-

rameterization, and instead damping is responsible.

Because angular momentum is globally conserved,

damping concerns the exchange of angular momentum

between the QBO and the far field. If the exchange of

angular momentum between the QBO and the far field

mixes the two regions toward some intermediate value,

then such exchange will appear as a damping of the QBO

angular momentum anomalies.

The effective damping rate from horizontal mean

advection should scale as follows, assuming that the far

field momentum is much smaller than (or uncorrelated

with) the QBO momentum:

2y
›m

r

›y
;2y

m
rQBO

2m
r far

Dy
;2y

m
rQBO

Dy
;2k

y
m

rQBO
,

(6)

where Dy is the latitudinal scale of 1000 km (approxi-

mately the QBO half-width), and damping rate from

mean advection ky equals y/Dy. A characteristic velocity

scale of 1m s21 leads to a damping rate of ;10 days, on

the order of the diagnosed damping rates in Fig. 5.

Identical arguments apply to the vertical mean advec-

tion with w; 0:1mms21 divided by Dz ; 1 km yielding

kw ; 100 days. For vertical advection, the assumption

that mr far is uncorrelated with the QBO does not apply

in the interior of the QBO. Vertical mean advection

should only act as a damping term near the bottom of the

QBO region, as it advects the quiescent winds of the

buffer zone upward into the active QBO region.

Horizontal eddies were shown to damp angular mo-

mentum anomalies in the buffer zone, especially on

QBO time scales (Figs. 5 and 6). The mechanism for

how horizontal eddies produce damping remains un-

clear. If transport of angular momentum by horizontal

eddies was diffusive in the buffer zone, then horizontal

eddies would damp angularmomentum there. However,

several factors suggests that angular momentum trans-

ports by atmospheric waves are nondiffusive: 1) atmo-

spheric waves can transport angular momentum across

long distances, 2) atmospheric waves can transport an-

gular momentum upgradient, and 3) planetary waves

only produce easterly torques where they break. Given

these reasons that waves might not act diffusively, the

mechanism for how horizontal eddies produce such

large effective damping rates deserves future attention.

5. Correlation of QBO winds with length of day

Classical one-dimensional models of the QBO are

forced by symmetric wave fluxes, so the waves do not

add net angular momentum to the domain. Yet, the

angular momentum of the model domain still oscillates

in phase with the QBO. The net tendencies of angular

momentum in the QBO domain are maintained by an-

gular momentum fluxes through the lower boundary of

the model, which represent exchange between the QBO

and the far field. In Fig. 4, we showed that in analogous

fashion to the 1D theory, Earth’s buffer zone mediates

the exchange of angular momentum between the QBO

and the far field.
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What happens to the anomalous angular momentum

once it reaches the far field? Anomalous angular momen-

tum could remain in the atmosphere, in which case the

QBO would represent a repartitioning of angular momen-

tum between the QBO domain and the far field. In reality,

some of the anomalous QBO angular momentum is trans-

ferred into the solid Earth, leading to a lagged correlation

between the QBO winds and the length of day (LOD)

(Chao 1989; Egger et al. 2007; Paek and Huang 2012).

Figure 7 shows the lag correlation between the zonal

wind at the equator and 30hPa (uQBO) and fourmeasures

of angular momentum. The large correlation between

uQBO and MQBO at zero lag indicates that uQBO is a

suitable proxy for MQBO. The large lag correlation be-

tween uQBO and MQBO at 628 months highlights the

regularity of the QBO. The large correlation between

LOD and uQBO indicates that some of the angular

momentum transferred from the QBO domain to

the far field is then transferred into the solid Earth

by atmospheric torques. The standard deviation of

the atmospheric angular momentum, which gives

the characteristic magnitude of the repartitioning of

angular momentum between the atmosphere and the

solid Earth, is 23 1025 kgm2 s21. The standard deviation

of relative angular momentum in the QBO region

(108S–108N, 100–10hPa) is 2.9 3 1024 kgm2 s21. Thus,

the QBO region contains merely 1.5% of the total

atmospheric mass, but accounts for almost 15% of

the variability in global atmospheric relative angular

momentum.

Figure 7 shows that in order to close the angular

momentum budget of the QBO, it is necessary to con-

sider angular momentum in the QBO region, the far

field atmosphere, and the solid Earth. This paper has

focused on the flows of momentum between the QBO

region and the far field. We showed that much of the

exchange of angular momentum between the QBO re-

gion and the far field occurs in the buffer zone, and that

this exchange presents as a strong damping by horizontal

terms in the angular momentum budget. Once in the

far field, angular momentum anomalies can be mixed

down to the surface, where they are transferred to the

solid Earth via the friction torque or mountain torque.

The pathways taken by the QBO angular momentum

anomalies from the far field atmosphere to the solid

Earth remain largely unexplored. Figure 8 summa-

rizes our conceptual model that the buffer zone

‘‘ventilates’’ QBO angular momentum anomalies to

the far field atmosphere, some of which eventually reach

the solid Earth.

6. Discussion

Figure 2a showed that weak wave-driven acceleration

contributes to the formation of the buffer zone, but is

insufficient to fully explain the formation of the buffer

zone. Weak wave-driven acceleration could cause low

QBO power, but weak wave-driven acceleration could

also be a consequence of low QBO power. In the QBO

theory of Holton and Lindzen (1972), wave dissipation

increases for more extreme values of the wind, so a de-

crease in the QBO power could cause a decrease in the

power of the gravity wave drag, which could feed back to

further decrease QBO power. This positive feedback

would need to be started by an initial decrease in QBO

power, which could be caused by the damping described

in this paper. The strength of this positive feedback can-

not be constrained by reanalysis alone, but deserves fur-

ther attention.

Despite being a dynamically active tracer, angular

momentum might fit into a paradigm of stratospheric

transport applied to chemical tracers. The active QBO

region coincides with the dynamically isolated region of

the stratosphere known as the ‘‘tropical pipe’’, so

named because air masses there tend to ascend with

limited horizontal mixing (Plumb 1996). The dynami-

cal isolation of the tropical pipe is exemplified by

the stratospheric water vapor tape recorder, a pattern

characterized by the advection of water vapor anom-

alies established at the cold-point tropopause, but can

be observed in other tracers (Mote et al. 1996). Plausi-

bly, the dynamical isolation that permits tracer anoma-

lies to coherently propagate upward by advection also

FIG. 7. Lag correlation between monthly deseasonalized var-

iables related to the globally-integrated atmospheric angular

momentum and uQBO, where uQBO is the zonal wind at the

equator and 30 hPa in MERRA-2, m is the globally integrated

total angular momentum of the atmosphere in MERRA-2,

mQBO is the angular momentum integrated over 208S–208N and

10–100 hPa in MERRA-2, and LOD is the length of day from

COMB2017 (Ratcliff and Gross 2018) ftp://euler.jpl.nasa.gov/

keof/combinations/2017/comb2017_midnight.lod. LOD is in-

ferred from Earth orientation measurements and is derived in-

dependently of atmospheric angular momentum. We compute

the monthly average of the LOD and then remove the seven

gravest Fourier modes as in Paek and Huang (2012). Positive

shifts mean uQBO leads the momentum variable.
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permits momentum anomalies to propagate downward

by the wave–mean flow mechanism of Lindzen and

Holton (1968), without experiencing ‘‘toxic’’ horizontal

mixing (Dunkerton 1997). Below the tropical pipe is the

tropical tropopause layer and the region we have iden-

tified as the buffer zone. In the buffer zone, which we

have identified for its horizontal mixing of angular mo-

mentum that attenuates the QBO, other atmospheric

tracers also experience rapid, quasi-isentropic transport

(Randel et al. 2001; Fueglistaler et al. 2009).

We return to the question of defining the buffer

zone. We define the buffer zone as the region in which

the QBO would exist absent dynamical interference.

A buffer zone definition would ideally be based on

observables and be objectively applicable in varied

contexts, for example, deep-time Earth, exoplanets,

and laboratory experiments. The top and bottom of

the buffer zone are defined by separate criteria, and

both encode assumptions about QBO dynamics.

An ideal definition for the top of the buffer zone

would identify where the QBO becomes weaker than

expected from density scaling. This definition is based

on observables (wind and density) and is objectively

applicable in varied contexts. For a truly generic defi-

nition, the QBO period would have to be selected to

match the relevant period, as a QBO in another context

need not have a 28-month period.

Identifying the bottom of the buffer zone cannot

easily be achieved with observations alone. Assuming

that theQBOcan propagate to the bottom of a vertically

deep wave source, absent dynamical interference, the

bottom of the buffer zone corresponds to the bottom of

the wave source. In theMERRA-2 world, the bottom of

the buffer zone is 400hPa, the source of the nonoro-

graphic gravity waves that drive the QBO. Yet, actual

gravity waves do not originate at a single level nor do

they necessarily originate so low in the atmosphere.

Alexander and Vincent (2000) argue that the observed

gravity wave spectra in the lower stratosphere are in-

consistent with isotropic origins in the lower tropo-

sphere and more consistent with isotropic origins near

the tropopause.

What about the latitudinal extent of the buffer zone?

We consider the buffer zone to bemainly confined to the

tropics, that is, spanning the latitudes over which the

QBOexhibits large power in the stratosphere. However,

defining the buffer zone as the region where the QBO

would exist absent dynamical interference raises the

question of whether the QBO could propagate me-

ridionally given the current wave driving. There has

long been a question of what role laterally propagating

waves of midlatitude origin play in driving the QBO.

Dunkerton (1983) showed that a 1D model forced by

only one vertically propagating wave (instead of the

FIG. 8. Buffer zone schematic: QBO zonal-mean zonal wind on a typical day (contours),

with plus signs andminus signs indicating westerly and easterly shear zones, respectively. The

arrows indicate angular momentum exchange: tropical waves transport angular momentum

upward into the QBO region, creating QBO anomalies. The QBO angular momentum

anomalies propagate into the buffer zone, where these anomalies are transferred to the far

field. Some of the far-field angular momentum is transferred into the solid Earth.
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typical two) and a crude parameterization of laterally

propagating planetary waves produced a QBO. The

recent QBO disruption of 2015/16 highlighted that

laterally propagating Rossby waves can dissipate in the

QBO region (Osprey et al. 2016; Newman et al. 2016;

Lin et al. 2019). There is no evidence for lateral critical

layer propagation in the observed QBO (Hamilton

1984), but it is not clear whether lateral critical layer

propagation is forbidden by wave dynamics or whether

potential laterally propagating signals are destroyed

by dynamical interference. Dynamical interference,

ideally independent of the QBO, could be difficult to

establish for laterally propagating signals because the

QBO might influence midlatitude dynamics by modu-

lating the location of the zero-wind line (Holton and

Tan 1980; O’Sullivan 1997).

7. Conclusions

The buffer zone is the region in which the QBO would

exist absent dynamical interference. Rather than sponta-

neously producing a buffer zone, classical 1D QBO

models enforce its existence through the zero-wind

lower boundary condition.

Analyzing MERRA-2, we show that the power of the

QBO at 100 hPa is an order of magnitude less than the

power of the gravity wave drag, implying cancellation of

the gravity wave drag. The phase shift between the

gravity wave drag and the wind indicates that the QBO

is strongly damped below 50hPa. From a least squares

approach, the damping in the buffer zone region is pri-

marily due to horizontal eddy momentum flux diver-

gence, horizontal mean momentum flux divergence, and

Coriolis torque in MERRA-2, and due to horizontal

mean momentum flux divergence in ERA-Interim.

From a frequency-dependent cross-spectral approach,

the damping in the buffer zone at QBO frequencies is

primarily due to horizontal eddy momentum fluxes.

The buffer zone mediates the relaxational exchange of

angular momentum between the QBO and the far field.

Angular momentum exported from the QBO region

can ultimately reach the solid Earth, leading to the

observed correlation between QBO angular momen-

tum and the length of day.
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